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Abstract—With the proliferation of wireless services, personal have to cope with not only an increase in the number of users,
connectivity is fast becoming ubiquitous. As the user population pyt also with an increase in the data rate requirement per user.
demands greatermultlmedla!nteractlwty, data rate requirements  \1iMO-OFDM addresses these two concerns aptly. Not only
are set to soar. Future wireless systems such as multiple-. . .
input multiple-output orthogonal frequency division multiplex- is there an increase in overall throughput, there are also more
ing (MIMO-OFDM) need to cater to not only a burgeoning degrees of freedom to accommodate a larger number of users.
subscriber pool, but also to a higher throughput per user. This is because users can be separated in space as well as
Furthermore, resource allocation for multiuser MIMO-OFDM  frequency.
systems is vital in optimizing the subcarrier and power alloca- In practical scenarios, users may be located at different
tions to improve the overall system performance. Using convex . ' . . . .
optimization techniques, this paper proposes an efficient solution dlst_ances from the pase station (BS), resulting in dl_fferent
to minimize the total transmit power subject to each user's data Vvariances for each independent user's channel matrix. Fur-
rate requirement. Through the use of a Lagrangian dual decom- thermore, users may have subscribed to plans of different
position, the complexity is reduced from one that is exponential data rates. Therefore, practical resource allocation schemes
in the number of subcarriers M to one that is only linear in M. - naye to take those into consideration. In a cellular system,

To keep the complexity low, linear beamforming is incorporated . . . .
at both the transmitter and the receiver. Although frequency- users experience interference from the BSs of neighbouring

flat fading has been known to plague OFDM resource allocation Cells. Consequently, an important question to answer is how
systems, a modification termediual proportional fairnesshandles to minimize the transmit power of each individual BS, while

flat or partially frequency-selective fading seamlessly. Due to the maintaining the rate requirements for the group of users
non-convexity of the optimization problem, the proposed solution ¢, rrently served. This would help to reduce the interference

is not guaranteed to be optimal. However, for realistic number of that h BS d ¢ iahbouri I d it
subcarriers, the duality gap is practically zero, and the optimal at eac produces to neighbouring cells, and as a resu

resource allocation can be evaluated efficiently. Simulation results improve the whole cellular system’s performance.
show large performance gains over a fixed subcarrier allocation.  Convex optimization [4, 5] offers iterative methods to solve

several nonlinear communications problems. [10-12] solve the
Index Terms—MIMO-OFDM, multiuser, resource allocation, ~flat-fading uplink/downlink power minimization given user
dual decomposition, dual proportional fairmess, convex optimiza- target rates, with the help of convex optimization and the
tion, subcarrier selection. uplink-downlink duality [6-9]. [10] starts with a weighted
sum rate maximization for an initial weight vector and an
I. INTRODUCTION initial sum power. The iterations involve an inner loop, where
the weight vector is updated, and an outer loop, where the
power is updated by a one-dimensional bisection search.
e oscillations near the end are used to derive the time-
aring rate points. [11] solves the sum power minimization
bblem for the fading broadcast channel by using a dual
ecomposition. For an initial vector of Lagrange multipliers,

A multiple-input multiple-output (MIMO) wireless link
makes use of multiple antennas at both the transmitter
the receiver. Compared to a single input single output (SIS
random channel, a random MIMO channel has a capacity t
grows linearly with the minimum of the number of transmi
and receive antennas [1, 2], without requiring addit.io.nlal POWg[e Lagrangian is minimized. Following that, the Lagrange
or frequency spectrum. In orthogonal frequency division mul-

. . . nultipliers are updated iteratively by the ellipsoid method. [12]
tiplexing (OFDM), a broadband frequency-selective Channelé%tains the differentiated capacity for an initial sum power.

decoupled into multiple flat fading channels, through efficierAt bisection search is then used to find the minimum sum

fe;sthfouner trans;orrr (.FFT) Ope(rjatl'\(/)”nh;’bT(;][fD,(\:Aom;mat'(;Bower. For these papers, decision feedback equalization (DFE)
of these two technologies, termed M § (3], IS gg performed at the BS during the uplink. Equivalently, dirty

strong gandldatg for next generation W'reless systems, ".ke 4Ig‘?per coding (DPC) is assumed at the BS during the downlink.
tger;1erza|t|0n mobile comr|r11t1.n|cat;ﬁns. \.N'th the lnr(l:reasz In e e-sharing between the different decoding/encoding orders
echnology savvy popuiation, there 1S now a huge demajy required when the target rate-tuple lies on the convex hull of
for rich multimedia interactivity. Commercial cellular systemg . respective vertices in the capacity region. The time-sharing
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between subchannels are referred to as zero-forcing (ZF)wn intoM individual subproblems, wher®f is the number
schemes. Generally, IB techniques have higher complexi§ subcarriers. The complexity is thus reduced from one
than ZF ones, but may have better performance for the l@xponential in\/ to one linear inM. Given that)M is typically
SNR region. large for multi-carrier systems, this represents a huge amount
For both the ZF and IB classifications, schemes can bésavings. The supergradient of the dual function is then used
further subdivided into linear and nonlinear schemes. The update the Lagrange multipliers in finite step sizes. The step
methods described earlier are known as nonlinear schersggs are adjusted based on the convergence behaviour in order
because they involve nonlinear processing like DFE at the speed up the convergence of the algorithm. Furthermore,
receiver or DPC at the transmitter. In MIMO-OFDM, eachhe algorithm is able to adapt to changing channel conditions.
subcarrier represents a flat fading MIMO channel. Using has been found that methods based on dual decomposition
the nonlinear solutions above, each subcarrier may requireauld possibly suffer from a uniformity among the subcarriers,
different decoding/encoding order, leading to an undesirabkesulting in large oscillations within the algorithm. A solution
increase in complexity. While this is optimal in terms obased on aual proportional fairnesds proposed to tackle
minimizing the total transmit power, the demands on thihe event of frequency-flat fading. Simulation results show
hardware processing capability may far outweigh the benefiiat with reasonable number of subcarriers, the duality gap is
of the lower transmit power. effectively zero, thereby substantiating the proposed solution.
In contrast, linear schemes make use of only linear matrixSection Il describes the channel model and the strategy
multiplications for the components of the signal processingf linear block diagonalization (LBD) [18] that separates the
The advantage of linear processing or beamforming is thaters spatially via linear beamforming. The optimal solution to
the complexity is much reduced, leading to a decrease rigsource allocation for power minimization is given in Section
hardware demand. In addition to reducing the complexity ¢l. An efficient solution based on convex optimization is
this multi-carrier system, linear processing tends to be madeveloped in Section IV. Adjustment of the step size for faster
robust against channel uncertainty, than nonlinear processaugvergence and adaptation to changing channel conditions is
like DPC. Furthermore, for a flat fading MIMO broadcastliscussed in Section V. To handle the event of flat fading
channel, ZF beamforming with time division multiple accesshannels, a modification based on a dual proportional fairness
(TDMA) has been shown to achieve a sum rate close to thleintroduced in Section VI. Simulation results are given in
optimal DPC scheme when the number of users is large [1Section VII. Finally, conclusions are drawn in Section VIII.
For the SISO case, optimal orthogonal frequency divisiddotations
multiple access (OFDMA) downlink resource allocation has Vectors and matrices are denoted by boldface lette)$.
been developed in [16], which does not have the complexiand () denote the transpose and conjugate transpose opera-
of different encoding/decoding orders, since there can ortigpns respectivelylE[-] andTr(-) stand for the expectation and
be one user per subcarrier. [14] obtains subcarrier and tiatrix trace operators respectively. ||. denotes the vector
allocations with a goal of minimizing the overall transmiEuclidean norm, whildy denotes théV x N identity matrix.
power while maintaining a target BER for a multiuser MIMO-A = blkd(A;, Ao, ..., Ak) represents the block diagonal
OFDM system. Similar to [16], in [14], there can only bematrix of the form

one user per subcarrier. For each subcarrier, the user that A, 0 ... 0

achieves the maximum SNR is selected for this subcarrier. 0 Ay ... 0

[14] and [16] are suitable for frequency-selective fading chan- A= ) . ) . Q)
nels. Frequency-flat channels, if they occur, may result in an : : K :

inability to guarantee user rates because the decision to select 0 0 ... Ag

a particular user for one subcarrier would be repeated for all
the subcarriers.
In [17], users are classified according to the spatial sep&- Channel Model

rability, which is calculated from the correlation between the |n this section, a general description of the channel model is

users’ spatial signatures. By grouping the users in this manngien. Consider a cellular-based MIMO-OFDM system with a

subcarriers can be allocated to the users while ensuring th Communicating withX user terminals via\/ subcarriers.

the highly correlated users would not use the same subcarri&gppose the BS is equipped wifli; antennas and thé-

More specifically, the correlation between any 2 users in dify user terminal has, antennas. Denotd/p = Zle ng

ferent groups is set less than a predefined threshold. Therefagethe total number of receive antennas. &gt, indicate the

parallel interference cancellation at the BS during the uplirf¢esence of thé-th user on subcarrien; ok.m = 1 if present

is assumed to remove all the interference between the usessd 0 if not. Thereforg{o;, ., } represents the user selection
In this paper, an efficient method based on convex optimizgn each subcarrier. Let the rank of the channel matrix of user

tion theory is designed to minimize the total transmit power on subcarriern be denoted bWk m, Where0 < g, <

for MIMO-OFDM communications, subject to individual Usehnin(ny, N7), Vm. The diagram of downlink transmission is

rate constraints. This strategy requires only linear transmfiown in Fig. 1. The baseband input-output relationship is

and receive processing. Therefore it is applicable to both theyresented as

downlink and the uplink. By considering the Lagrangian dual

of the sum power objective function, the problem is broken ya = Haxaq +n4 , )

II. CHANNEL MODEL AND TRANSMISSIONSTRATEGY
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Fig. 1. Block diagram of MIMO-OFDM downlink. Fig. 2. Block diagram of MIMO-OFDM uplink.
where x; = [xj,,...,x5 )" is the transmit signal vec- At each transmission slot, the BS decides on the subcarrier
tor, Hq :Tbll;d(Hd,l,---,Hq,M) is the channelys = allocation and the transmit preprocessing for the downlink.
[Ya,1---»Yanl s the receive signal vector, andy iS  \When more than 1 user share a certain subcarrier, ZF linear

the M Ny x 1 noise vector. Assume that the noise is zergjjock diagonalization (LBD) [18] can be used to separate the
mean, circularly symmetric complex Gaussian (CSCG) wilfisers spatially. This creates decoupled channels for all the
E[ngn)] = NoI, andn, is independent ok,. For them-th  ysers. The user terminals then perform channel estimation and
subcarrier, (2) can be interpreted as receive processing, which can be based on ZF equalization.
3) The user terminals are informed by the BS what transmit

m — H +n Ly . .
Ydm d;m3¥d,m T Td,m processing to employ for the uplink. The BS need only to

where Hy,, = [HT, ..., H] ;|7 is the Np x Ny perform ZF linear receive equalization, because all the user
random MIMO channel angq,, = [y5,,.,.--, ¥4 )7 channels are completely decoupled.
is the Nz x 1 receive signal vector on subcarrier. Alternatively, if communication is by time division duplex
For the uplink, the block diagram is shown in Fig. 2, wheréTDD), the reciprocity principle can be used at the BS to
the received signal is given by estimate the channel. The transmit matrix operations are
identical to the receive matrix operations, greatly simplifying
Yu = HuXy + 14, (4)  the communications procedure. Likewise, at the user terminals,
with H, = blkd(H,1,...,H, ) being the uplink channel gach user can estimate its own channellbecaus'e there i; no
matrix. x, = [x’,,...,x? |7 is the transmit signal vector mterference between the users. The receive matrix operations
andn,, is the M Ny x 1 noise vector. On then-th subcarrier, are applied directly for the uplink transmission.
we have 1) Downlink Case: Consider the transmission over one
subcarrier during the downlink. For each user, singular value
Yum = HumXum + Dum (®) decomposition (SVD) is applied to the combined channel
wherex, m, = [xT,,.,....x7 1T is the Ny x 1 transmit matrix of all the other users. The last few right singular vectors

that correspond to zero singular values give the null space of

andy.,,. is the N x 1 receive signal vector on subcarriethis combined mat_rix. Next, each users matri>§ is muItipIied.

m. Similar to the downlink case, the noise vectay ,, is by the corresponding null space obtained earlier and SVD is

zero-mean CSCG WithE[n, ,n, | = NoIy,. ' performed on the resu!tant matrix. These two steps Wou_ld give
' ’ the transmit and receive equalization matrices. The different

o ) ) ) o users’ MIMO channels become completely decoupled, with
B. Equalization using Linear Block Diagonalization no interference between the users.

signal vector,H,, ,,, is the Ny x Ng uplink MIMO channel,

This section describes the transmission scheme for théWNhen the number of users is large, all these mutual pro-
MIMO-OFDM channel, using linear transmit and receivgections would make each user’s subchannels very weak. The
equalization to block diagonalize the channel. advantage of multicarrier MIMO communications is that all



the users do not need to share the same subcarrier. An eBlsgrefore, the data streams for each user are decoupled:
way to exploit this is to constrain the system such that only 1

user occupies each subcarrier. Consequently, no projections are 2l = Ski\ Phk + Nt (12)
required because the other users are not expecting any data on . .
this subcarrier and would ignore whatever signals they receiyﬁﬁere ai, 1S the transmitted data symbol on subchannel

Due to low complexity, this design would be suitable for lovy % and py, are thel-th diagonal elements o and
cost hardware implementation. P, respectively,z; ; is the received signal, andly; is the

When the number of BS antennas is relatively |argé'ero-m¢an CSE’G noise with variané. Overall, for this
compared to the number of users, the performance may %g)carrler, we have

improved by allowing more than 1 user to share the same 2= Wiy

subcarrier. Next, the algorithm to calculate the transmit and -

receive equalization matrices is illustrated for this general case. = W7 (Hx +n)

Suppose that there aré(,, users in subcarrierm. = WH(HFP'/?a + n)

Let the downlink channel on this subcarrier be denoted — §P'/2a + WHn (13)

by H = [H],...,HL ]7. For userk, define H, = ’

[}1{,...,H{_l,H{H,...,H};m]T. Perform SVD on each wherea = [af,...,a} ]” is the transmit data vector in

Hy: whichE[aa?] = I, W = blkd(W1,..., Wk, ) is the receive
~ o e equalization matrixS = blkd(S;, ..., Sk, ) is the equivalent
Hy, = UrSk V) = UiSy [Vk Vi, } ; (6) channel, andz = [z],...,2z% |7 is the equalized signal

- - ) ] ) ) vector at the receiver.
whereUy, and V, are unitary matrices in which the columns 5y jink case:The equalization scheme for the uplink can
are the left and right singular vectors HF,, respectively.S; be derived by considering théual downlink For an uplink

is a diagonal matrix, which may be rectgnlgular, containing annel over one subcarried,, define the dual downlink
the singular values oH,. The columns of\/',(c ) correspond  channel as

to non-zero singular values whereas the columnsVi f)
correspond to the zero singular valueskbf. ThereforeV,” Hy,=H] . (14)

is the null space offl,. Each user's channel after mutual . . .
projections is The same steps as in the previous subsection can be used to

5 R o derive F and W, by consideringH,; as H. However, in this
H; = HkV,(cO) =U,S, VI | (7) case,W is the transmit equalization matrix whilE is the

. - receive equalization matrix. The input-output relationship for
where the last equality represents the SVD If. As a this subcarrier is

result, on each subcarrier, for the group of users currently
being served, their channels are completely decoupled and z, = Flly,
they observe no interference from one another. The transmit H
L L . =F"(H,x, +n,)
equalization matrix® is defined as
=F{HIWPY?a, +n,)

F=[Fy,....Fg,] (®) = SPY%a, + Fiin (15)

m

whereF{’F;, =1, 1 < k < K,,. For each user here, _ .
Again, the data streams of all the users are decoupled, just as

Fy = V,(CO)V;; : (9) in (12). The same power allocation can be used, giving the
. o : : . same data rates for all the users, be it the downlink or the
The receive equalization matrix for this user is uplink
W, =U, . (10)
In sections Il and IV, the user subcarrier allocation and . OPTIMAL SOLUTION FOR POWER MINIMIZATION

the subchannel power loading will be derived. LBt be . . C .
. : . ; . In this section, the problem of power minimization given

the diagonal power allocation matrix on a this SchameLGSer rate requirements is formulated mathematically and the

whereP = blkd(P4,...,Py,..., Pk, ) andPy is the power 9 y

allocation matrix for usek. Depending on where the diagonaf)ptlmal solution is derived. While this is optimal, the com-

! &exity is huge because of an exhaustive search over a large
elements ofP; are zero, some spatial subchannels may n . ) .
set of possible subcarrier allocations.

be used. The final input-output relationship for each user dn S . . . .
b b P The objective is to find the optimal subcarrier allocation

this subcarrier may be expressed as . L
y P {ok.m } and power allocatioRpy, . } that minimize the overall

z, = Wiy, transmit power subject to satisfying each user's normalized
= W (H,x;, + ny) data rate requiremenk; bits per sec per Hz (bps/Hz}.
= WII:I (HkaPllc/2ak + nk) _ 1F0[ M subcarrjers,_each with ba_ndwidtbl, the (_)verall rate _for usek
_ Sklef/Qak + ank ) (11) g%ﬁkgn?&s)l Ji\'/(lfgntéltghzrr?nterlaﬂggltted for usér in the duration of one



Mathematically, the optimization can be expressed as In order to obtain the globally optimal solution, an ex-
haustive search is needed over all the subcarrier assignments

M K
minimize Z Zp’fm {ok.m} to find the minimum transmit sum power. Thuk,
{okmbdprm} == water-filling procedures ove¥/n; singular values have to be
M carried out for each a2%¥ possibilities. Even if a constraint
subject to Z Thom > MRy, Vk is imposed such that only 1 user occupies each subcarrier,
m=1 there would bek™ possibilities to test.
Pem >0, Vkm (16)

wherery ,, is the rate of usek on subcarriern and it can IV. EFFICIENT SOLUTION FOR POWER MINIMIZATION

be written as In this section, an efficient solution to the power minimiza-
Mo, m Bl 152 tion problem is derived based on a Lagrange dual decompo-
Thom = Z log, (1 + w> , (17) sition. First, let us write the problem of (16) as the following
1=1 0 optimization problem:

wheresy, ., ; is thel-th diagonal element of uséts equivalent minimize  f(r)

channelSkm on subcarriemn as in (12). Therefore sy ..} {re,m}
is dependent on the user selectifs ,,,} on subcarrierm, M -
whereoy, ., is as defined in Section ll-Apy, ., ; is the power subject to Z r,, > MR, (23)
loading on subchannel for user k on the m-th subcarrier, m=1
and prm = 351" Prmi f Oxm =0, we setpym =0, where r = [7,....r%,...,x7)7, in which r,, =
Sk,m, = 0VI, andry p, = 0. In (17),I' is the SNR gap which [F1ms - Ti.m] ", iS the rate allocation to be optimizefl(-)
can be represented as is aRMX — R function that is not necessarily convex. The
L _ In(5 BER) (18) rate requirements are represented bylhe- [R,,..., Rx]”
- 1.5 and “>" denotes a set of elementwise inequalities. Even

for an uncoded M-QAM modulation with a specified gefhough the objective function is not convex, it is still possible
[13]. For practical systems that use error-correction coding, tie transform this problem into a convex one, by forming the
SNR gap can be much smaller. If the subcarrier assignméfgrangian dual of the objective function. This is called the
{ok.m} is fixed, the power allocation can be found for eacfual methodThe original optimization is known as tipgimal

user separately. If usdris of interest, the problem becomesProblem, while the transformed problem is known asdhbel

o problem. In the dual method, the Lagrangian of (23) is first

N evaluated:
minimize ; Ph,m N
M L(r,p) = f(r)+p” (JVII_{ - Z rm> : (24)
subject to Z Thym = MR;, m=1
m=1 wherep = [u1, ..., ux]T is the vector of Lagrange multipli-
Pem =20, Vm ers. The dual functioy(u) is defined as the unconstrained
Pem =0, if 0ppm =0. (19) minimization of the Lagrangian.
Water-filling can be then carried out over usks eigen- g(p) =min L(r,pu) = L(x*, p) . (25)
channels across all the subcarriers to find the optimal power "
and rate allocation: wherer* = argmin, £(r, u). The dual problem is therefore
B = max{l/:l;; 3 SI;NO ’ 0} 7 20) maximize g(p)
k’”;l subject to © >0 . (26)
Tk,m,l = logy <max{m, 1}) , (21) The dual function is always concave, independent of the
0 convexity of f(-). Therefore efficient convex optimization
where £% is the water level such that techniques can be used to maximig(ap). If the function .
P f(-) is convex, it turns out that solving the dual problem is

- - equivalent to solving the primal problem, and both solutions
Z Z Thom,t = MBj - @2)  4re identical [4]. In our optimization of (16), the objective

m=lI=1 function is a pointwise minimum of several convex functions.
To illustrate the water-filling,{ can be interpreted as theThjs s clearly not convex. However, the solution to the dual
common water level of the power or water poured oV§jroblem is a lower bound for the optimal primal objective
channels with river beds equal ték%- Starting with the fynction value. The difference between the optimal primal and
maximum number of streamg is evaluated for a decreasingdual function values is termed the “duality gap.” It has been
number of streams until the point where the water level ghown that for multicarrier systems with largé, the duality
above the highest river bed. gap is negligible [20].



From the previous section, the Lagrangian of the optimizduality gap happens to be zero, the efficient solution offered in
tion problem (16) is this section coincides exactly with the optimal solution. The
resource allocation would therefore be optimal, resulting in

Z Zpk o Z e | MRy — Z rem | 5 (27) the least possible power. On the other hand, if the duality gap
el kel is not zero, this efficient solution is near-optimal in terms of

where;, are the Lagrange multipliers as in (24) ang,, is sum power minimization for target rates.
given by (17). If theu; are fixed, the user selection can be

done on a per subcarrier basis as follows. Write (27) as On each subcarrier, a suboptimal search based on the greedy

algorithm can be used to simplify the user selection process
M K _ given above. As before},(m) is evaluated for each of thg
= Lo(m)+ D uMRy (28) users and the user that gives the minimda{m) is selected.
=1 k=1 Next, Lo(m) is calculated for the case where one of the
where remaining K — 1 users is added to the set. The user that
K gives the minimum value of»(m) is selected. If this value
Ly(m) = Z (Dheom — HkThom) - (29) of Ly(m) is higher than thel;(m) found previously for a
1 single user, this second user is dropped and eventually only

Consequently, the problem is decomposed intandependent ©N€ User would occupy this subcarrier.

subproblems. Assume that the user selecfiop,, } has been

fixed. Considering one subcarrier, However, if the currenty(m) value is lower than the pre-

vious L,(m) for a single user, these two users are confirmed
K Phem ik m.1 to use the current subcarrier. The algorithm then proceeds to
La( Z Z Prm,i — filogy | 1+ - test if a third user is able to use this subcarrier and so on.
k=1 =1 T'No
(30) Finally, to complete this power minimization solution, the
L2(m) can then be minimized for each user separately in ordgptimal Lagrange multiplierg: that maximize the dual func-
to calculatepy, ,,, ;. By applying the water-filling procedure, thetion g(u) need to be foundg(u) can be maximized by
power allocation and rate for theth subchannel of usdrcan updating v along some search direction, all components at
be found: a time. The concavity ofj(x) guarantees that the maximum
can be found by a gradient-based search. Althou@lh) is
pme TN 0}

5 (31) concave, it may not be differentiable at all points, so a gradient
2 Sk,m.l may not always exist. In spite of this, it is still possible to

[ESE obtain a search direction by finding a supergradient [21], which
Thm, = logy | max UAELR | (32)

Dk,m,l = mMax {

m2 TN, is a generalization of a gradient. A supergradient at a p@int
is a vectord that satisfies
Consequently, a search ove@® possible user selections
{ok,m} on subcarriern can be carried out to find the best
user selection that minimize$;(m).
A constraint of only one user per subcarrier would greatly
simplify the search, since there would only & possible ~ A o
selections to choose from. The user that minimiZgém) is 9(p) < g(p) +d” (A—R) - (33)
selected. If£2(m) > 0, this user is dropped and eventually no
users are allowed on this subcarrier. This is because a positive
value of L5(m) does not serve to minimizé,. Overall, for
M subcarriers, there would only b K possibilities to test.
In a more general case, more than one user is aIIowoq every i # p.
per subcarrier. On each subcarrier, once a certain user has
been selected, the algorithm proceeds by finding the minimum,

Lo(m) for (§) possible pairs of users. If this value 6§ (m) dual function valuey(t) = £(r*, 1) at i, where

is more than the value of;(m) for a single user, the searc h — arg min, £(r, 1), a valid supergradient at the poiatis
stops here and only one user is selected for this subcarrbq en by v AT B,

However, if this value ofZ;(m) is lower than that of a single
user, these two users are confirmed to be using the current
subcarrier. The algorithm then proceeds to testa)l possible
triplets of users. The maximum number of user selections to
examine would be*. Over all M subcarriers, there would
be M - 2K possibilities to test. M
When the number of subcarriefd is large, the duality d=MR - Z rr, . (34)
gap is negligible [20]. For a certain channel realization, if the m=1

Proposition 1: For the optimization problem (16) with a



Proof: V. ADAPTATION FOR EFFICIENT SOLUTION

g(f) = min L(r, z) . jl'he' previous section hgs shown how_efficignt power min-
r o " imization can be done using convex optimization techniques.
- _ _ For the Lagrange multiplier update, while any initial value of
p— T j—
- mm Zlfm(rm) e (MR erm> p can be used, it would be better to start with an estimate

of u to shorten the convergence time. Furthermore, a good
value of the step sizé would also improve the convergence.

Too small a step size would result in slow convergence while
too large a step size results in low precision. In this section,

+4a7 [ MR - rt algorithms are provided to estimate an initial valuepofind
el 1 to update the step size adaptively for faster convergence.
M An initial value of i can be found if the subcarrier allo-
4 (i — ﬂ)T (MR — Z r;ﬂ) cation is fixed cyclicly. Let usek take subcarrierg K + k,
m=1 g =0,1,2,... . Then £; can be minimized by considering
M T each user separately.
=g(R) + (MR dorh| (B—p),  (35) K
m=1 L1=_ Ls(k), where (39)
thereby satisfying the supergradient definition (33). m k=1
A supergradient can be represented as a supporting hyperplane M

M
defined by the vectoi—d, 1) that touches the graph gfu) at  L£3(k) = Z Dk,m + Lk (MRk - Z Tk,m)
the pointg such that the grapi(p) lies below this hyperplane m=1 m=1

for all p. M Mk,m B M Nk,m
In practice, a scaled version of the supergradieht= = Z Zpk,m,l + pr | MRy, — Z Tkym,l
[di,...,dg]" = &, can be used, where m=1 =1 m=1 =1 (40)
M
_ 1 il i P
dy = Ry, — = Z T - (36) Water-filling can be applied to calculate the power allocation:
i - Dk = me INo 41
Therefore, starting from an initial value, the Lagrange mul- Pkym,l = Maxq o5 = 2 ; (41)
tipliers are updated in the positive supergradient direction in ";
order to maximize the dual function. - - kS m
Tk,m, = logy | max W TN 1 , (42)
pr (T + 1) = max {uy(7) + 6 di. , 0} , (37) 0
whereT represents the iteration number ahis a small step Where iy is the water level such that
size.uy, can be interpreted as the reward for usdo increase M Mkm B
its rate. The direction of (37) suggests that if the rate of Z Z Frmi = MRy, . (43)
user k falls below its target rate, its rate rewayd. should m=1 =1

be increased. On the other hand, if udeexceeds its rate | et these values ofi;, be the initial valuegu(1). The initial
requirement,u;, should be decreased. Furthermore, the raigep size can be chosen as

reward should not fall below zero. Note that for minimization K
of a convex function, the corresponding generalization of the 5(1) =& 2k ﬂk_(l) ) (44)
gradient is the subgradient, in which case, the update is in the Zle Ry,

negative subgradient direction. where¢; is a positive constant. The step size is adjusted adap-
During the optimization process, the dual rates for the USefRely as the algorithm proceeds, based on the performance of

M the convergence. Before going into the adaptation algorithm,
TR = Z Tkm (38) thresholds are set for the maximum and minimum step size.
m=1
L 5max = gmax 5(1) ; (45)

gradually approach the rate requiremenis?;. However, at
any point in time, the current subcarrier selectiofs.,,, } Smin = &min 0(1) - (46)

can be Captured to solve for the Optlmal minimum pOW%here the constants are such t&agx >1 and0 < fmin < 1.

solution given target rates. As the optimization proceed@hen the dual rates for all the users are observed to be moving
this power value for guaranteed rates will tend to decreaggone direction, the step sizeis increased:

and approach the dual functiofy,. Unlike algorithms such
as steepest-descent, the dual function is not guaranteed to o(r+1)=6(7) x &, (47)

increase monotonically with each iteration. Therefore, thghere the constang, > 1, or else if a users dual rate is
algorithm keeps track of the the subcarrier selecon,.} oscillating, the step sizé is decreased:
that provides the minimum sum power over all the previous

iterations. S(r+1)=46(r) / &, (48)



where the constanf; > 1. The conditions for these two it can be shown thall 73 such that

actions can be defined mathematically. When Ms2d2
* (7) 147
- < ———+4+€, V> 51
[di(r — 1) > 0 and dy(r) > 0] 9w =g (k) mm s (51)
or [dp(t —1) <0 and dg(1) < 0] (49) Proof:
for all the users, the step size is increased. Else, when | — 3
- - _ () _ ,,*12
ri(T) — (T — 1) < 0 and = lln w2
re(t—1) —rp(r—2)>0 , 4+ 95(MgMT (N(r) _ N*) n 6(7)2Hd(f)”% (52)

for at least one user

4 () _ ,,*2
ri(T) —ri(t — 1) > 0 and < lw w2

2
or | (r—1)—r(r=2)<0 | .  (50) + =00 (g (WD) =g (w)) + 0273, (53)
for at least one user

N

o - from the definition of the supergradient. Due to recursion, we
the step size is decreased. If these two conditions are p@le

satisfied, the step size remains as it is. (r41) )
While any values of the parametefs &maxs Eminy &2, and [t — w3
&3 could work theoretically, specific values may be chosen to L s 2 =y .
speed up the convergence. A suggested combination of the < ||H( ) — Kz — M 25“ (9 (W) =g (N( )))
parameters i€; = 0.1, {max = 5, &min = 0.1, & = 1.1, i t=1
andgg':' 2. The rationale for choosmg these is as fqllow;. A 4 Z(;(t)ZHd(t)H% _ (54)
large initial value of¢; would result in large oscillations in P
the beginning, which would tend to stabilize as the step size is ) )
reduced. It is found that the given valuegfwould also result L€t 3 = [|#*") — p*{|2. Then

in a fast convergence except without large initial oscillations. , 2 .

In the initial stage of the algorithm, the dual rates are relatively 0< B° =7 > 6™ (g (L) —g (N( ))>

far from the rate requirements and would approach the rate t=1

requireme_nts without oscillatipns. This means that it makes n id(t)gndmng . (55)
sense to increase the step size to speed up the convergence. po 2

Once the dual rates are close to the rate requirements, they
tend to oscillate around the rate requirements. Therefdinceg (u*) — g (Nt()tc)sc) <gp*)—g(n®),
the step size is reduced to increase the precision. However,
oscillations generally do not eventually disappear in method$ . (t) ( * ( (t) )) 2 - ®)21.3() 112
. AR — — <
based on the supergradient, so a lower ligjt, is set on M 15 9(K") =g (Hest ) ) < +Zé 1412

the step size. In the trivial case of only one user, there are no = =t (56)
oscillations during convergence. To prevent the step size from 9rs ,
increasing without bound, an upper lindf.qx is set. As for g(u*) —g (Hl()?st)) % < B2+ 3 50%a0)3 .
the step size adaptation, a small value¢gfensures that the =1
algorithm would not suddenly go into large oscillations, and if (57)

oscillations do occur, a large value &f allows the oscillations Denoter, =

and definers as
to be brought down quickly. These benefits have to be traded max {7, 72} °

off with the advantage of a large step size. = [max { MpB* MYyt sM2dW]3 H (58)
It is interesting to see how well this adaptive method based Smin€ Omin€ ’
on the supergradient can perform. In the following, we wiknan
investigate how close the algorithm can get to the maximum
of the dual functiong (u*). When the Lagrange multipliers g(Km)—g (M&lt)
p approach the optimal valup*, the dl_JaI r_ate3~ '_cen(_j to M3? MY 52)|d®|2
hover about the target rate® R, resulting in oscillations. < 975 7o
It is therefore expected that the step size would be close J\IZ[’“ - 502 I;‘(I;) )
to the minimum threshold,,;, due to the adaptation above. n Zt:erl | 13 (59)
Furthermore, the Euclidean distance betwegh/ andR, or 27 Omin
equivalently the supergradient norffd(")||,, would normally < £, € Mréidi Vr > (60)
be small for a large iteration number -2 2 2T0min Tom
Theorem 2:Assume that|[d™|, < di,¥r > 7 and . Mezd?
60 < 6,,¥r > m for some positive real numbers; T te, VI>Ts. (61)
and §;, and some positive integers and r». Also, assume -

017 > Buin, VT Denote the maximu(ir)\ dual function valugyjith the mentioned adaptations in place, the optimization al-
over all the previous iterations ®S<Nbest)- For anye > 0, gorithm in the previous section can be applied for time-varying



channels without a need to re-initialize This is because the subcarrier. Consider the case of 2 users. In simulations, it is
relative channel strengths of different users would not tenhpossible for the tangent plane to touch the centre power
to change drasticallyu,, which represents the rate rewardurface, corresponding to a subcarrier allocation of 50% to
for user k, would update to track the channel conditionsuser 1 and 50% to user 2, without touching the other power
Similarly, n;, adapts to track usér’s rate requirements. Whensurfaces. As a result, the algorithm oscillates between giving
there is a change in the channel or the rate requirements, #ilethe subcarriers to user 1 or all to user 2. Consequently,
thresholds),,,., andd,,;, are recalculated and the last knowreach user’s rate swings between zero and a value larger than
best subcarrier allocation is resgtandd are not re-initialized. its rate requirement.

It is suggested that the algorithm be run for a certain number ofBased on this understanding, a flat fading management
iterations before the actual usage of the subcarrier allocatimsed ondual proportional fairnessis proposed. In a flat
because it may take a few iterations for the sum power to falhding scenario, the power allocations and rates for user

below that of a fixed subcarrier allocation for example. on all the subcarriers are identical:
VI. DUAL PROPORTIONAL FAIRNESS Phym =Pk » :m (Z?
The optimization algorithm in Section IV is immediately Thym =Tk, VT (63)
applicable to harsh wireless channels. As the MIMO channel pr = Mgpy, (64)
is frequency-selective in this case, the user selection on re = Mty (65)

each subcarrier is optimized to provide the minimum overall . .
P P hereM,, is the number of subcarriers allocated to us@nd

transmit power. However, a problem arises for frequency- g - . :
flat fading channels, if they ever occur. In a perfectly flat=¢=1 My, = M. Consider the case of two users. The possible

fading channel, user selection on one subcarrier is repea?(s;)&)rdmateS given by the optimization algorithm are

for all the subcarriers. When this happens, only one or a few (M#y, 0, Mp) (66)
of the users are allocated subcarriers at any one time. This (0, My, Mps) . 67)
has serious consequences for the algorithm. The subcarrier ’ ’
allocation {o .} given by the optimization is unable toAnother coordinate, not given by the original optimization, is
guarantee all the users’ rate requirements. also possible:

In this section, a solution based on convex optimization R R R R
theory is developed that can tackle the event of frequency- (Mify , Moty , Mipy+ Maps) - (68)
flat fading. This flat fading management is based on a concgptan be seen that these three coordinates are collinear. This
that will be calleddual proportional fairnessThis is inspired concept can be extended to more than 2 users. The trick is now
by the principle of proportional fairness (PF) [22] in whichg find the right combination of M.} that minimizes the sum
there is a certain randomness to be exploited. While in Rigwer. This can be found in the following three steps:
the nature of the fluctuating channel is used to design thej_ |dentify the flat fading users.
time schedules, in dual PF, the nature of the fluctuating dual2 |dentify the flat fading groups.

rates is utilized to design the subcarrier allocation. 3. Distribute the subcarriers proportionally for each fading
group.
A. Principle of Dual Proportional Fairness

In the dual method of convex optimization, for example iB. Algorithm for Flat Fading Management

power minimization, the Lagrange multiplieys represent a 1y dentify the flat fading usersFlat fading users are

tangent plane in a graph of power versus user rates. In ffgntified as users with rates that oscillate largely or drop to
graph, there are several power surfaces, each representing @-

different subcarrier allocation. The pointwise minimum of all ~
these power surfaces represent the minimum sum power for {1 T > 1.2 M Ry, at least once
any given tuple of user rate requirements. When the number and 7, < 0.8 MRy, at least once ]
of subcarriers is large, there are more power surfaces corre-
sponding to various subcarrier allocations and the pointwise
minimum of these power surfaces tend to assume a conexhe current and previous 9 iterations. Assume therdgre
shape. During the optimization process, the tangent planesigch users.
in contact with this minimum surface. The coordinates at this 2) Identify the flat fading groupsFor each flat fading user,
contact point give the current dual rates for all the users. A@ok back to see when he had received a dual rate higher than
the Lagrange multipliers get updated, the tangent plane adjusitsrate requirement. (If he had not, the flat fading management
and the point of contact shifts such that the dual rates approaemnot be done right now.) Find out the minimum number of
the users’ target rates. Convergence occurs when the dual ratdscarriers uset needs to just fulfill his rate requirement. Let
hit the target rates and the minimum sum power is achievetthis be Mj.

Frequency-flat fading channels pose a problem because thélext, consider all users pairwise. Take user 1 and user 2
points where the power surfaces can touch the tangent pldoeexample. Find out where the subcarriers allocated to user
are collinear. For now, assume that only one user occupies eacl, overlaps with the subcarriers of user®;. If they do

or r, = 0 at least once + (69)
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overlap, users 1 and 2 are in the same gréypThe union of [ ]
subcarriers is taken as the flat fading subcarriers of this groué I E
Y, . Continue this process for alf ;¢ flat fading users. Users £ s2f o/;; R
that are not interlinked in this manner are placed in separat® 1t w
flat fading groups. Assume there af&, users in each fading 0 2 e 28
groupG,.
3) Distribute the subcarriers proportionally for each fading

group: Let there bel, flat fading subcarriers irG,. First
assume the special case of flat fading over all the subcarriet

%ﬁ%f¥ T T T T

dual rates (bps/Hz)

o N B o @
I
I

Users are allocated subcarriers cyclically until ubegets a 0 2 4 6 (L I . T
3 iterations
maximum of 75
o
M ~ < 6.5
round %MU (70) oL
2kea, Mi L

55 I I I I I I [ T —
0 2 4 6 8 10 12 14 16 18 20

# iterations

subcarriers. To make sure all the subcarriers get allocated, the

last user can get all the remaining subcarriers. Fig. 3. Typical convergence behaviour of the efficient algorithm applied to
An additional modification to (70) allows the algorithm tc?3 * [3,3,3] MIMO system with M/ = 64 subcarriers.

handle the most general case of partially frequency-selective

channels. Take for example the case of two users. In the

graph of power versus user rates, only a subset of subcarrier VII. SIMULATION RESULTS

allocations result in collinear points of contact with the tangent s section first shows the convergence behaviour of the

plane. This time, oscillations do occur but they are ”(m;posed algorithm for certain typical scenarios. Following

between zero and very high rates. Instead, each users dg, the performance of the efficient subcarrier allocation ver-

rate oscillates above and below its rate requirement while §s 5 fixed subcarrier allocation is examined. Other heuristic

dual rate does not drop to zero. Practically, taking the curref)orithms are also included for comparison.

subcarrier allocatioq{ oy ., } still allows the user rates to be Unless otherwise stated, the setup i8 a [3,3,3] MIMO

guaranteed, but this is at an expense of higher transmit POWEEem, where the base station has 3 antennas and there are 3

that also oscillates largely. In the following, a modification,ser terminals with 3 antennas each, and the rate requirement

to (70) is developed that allows smooth convergence for tge}?k — 3 bps/Hz, Vk, with an SNR gap of 3 dB. The number

general case of partially frequency-selective channels. ot sypcarriers is\ = 64. It is assumed that each subcarrier is
For each user, find the subcarriers that were allocated d@cup|ed by at most one user On|y_ The channel is frequency-

this user for the current and previous 9 iterations. Let thegglective with 17 taps and has a uniform power delay profile.

be M}, min such subcarriers. LeEq, be the subcarriers of The algorithm in Section VI-B is used in all the simulations.

group G, with the subcarriers corresponding fdi min Of  Step 1 involves an automatic identification of flat fading users.

all flat fading users removed. Let there B¢, flat fading If there are flat fading users detected, steps 2 and 3 are then

subcarriers inf)Gv. These subcarriers are distributed in @mployed foglglt f@d}i{ng management. For the graphs, the SNR

similar manner as in the previous section. All flat fading users defined as me =1 Pl AfN , where total transmitted

get allocated their respectivify i, subcarriers. The initial signal energy is divided by total noise energy. Therefore the

estimated number of subcarriers each flat fading user wowdal function is also scaled % for comparison.

get from X, is Fig. 3 illustrates the typical convergence behaviour for these
_ B default settings. As can be seen, the sum power required for the
My, = max { My, — Mj min , 0} . (71) efficient subcarrier allocation quickly drops to a near-optimal

value, in just 2 iterations for this example. Note that this sum
Users are allocated subcarriers cyclically until usegets a power is forguaranteedrates, as shown by the ‘+’ symbols

maximum of in the second subgraph. The dual function, on the other hand,
_ corresponds to the dual rates denoted by the lines in the second
round M, _ J\va (72) subgraph. The power for the efficient allocation approaches the
kea, M, dual function value, showing that the duality gap is almost
zero.

subcarriers. Again, to handle any rounding errors, the last useffo see the concept of dual proportional fairness at work,
is allocated all the remaining subcarriers. Subcarriers that @ansider a partially frequency-selective fading channel, with
not affected by the flat fading management are assigned fteg fading over 20 out of 64 subcarriers. As expected, the
same subcarriers as given by the original solution withodual rates in Fig. 4 fluctuate over a wide range, suggesting that
any flat fading management. For the purpose of adaptatidhe sum power would be far from optimal. However, with the
when the channel or rate requirements change, this algoritfilat fading management, the algorithm easily obtains a near-
is restarted. As in Section \f4 and ¢ are not re-initialized. optimal sum power in only 11 iterations. This is because the
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Fig. 4. Sample convergence for a partially frequency-selective channel, witly. 6. Required total transmit power for various data rate requirements.
flat fading over subcarriers 21 to 40.

] to frequency-selective fading. In this fixed allocation scheme,
I R R user k takes subcarrierg K + k, ¢ = 0,1,2,... . Another

M +Dmmon scheme, the “amplitude-craving greedy” (ACG) algorithm of

‘ ‘ ‘ m [15] allocates subcarriers intelligently based on users’ rate
o r s *®  requirements as well as channel strengths, for SISO-OFDM.
15 In order to extend this heuristic algorithm to the MIMO-
OFDM case, we modify the algorithm by substituting the
SISO channel strength of [15] with the mean of the squared
absolute vajues of the MIMO channel matrix elements i.e.
Choom = % This will be referred to as “ACG2” in
the graphs.

A simple allocation scheme takes the form of localized
transmission, where a block of consecutive subcarriers is
allocated to each user. To achieve some multiuser diversity,
o2 4 e s a0 w2 1 18 2 the assignment is adapted based on the channel conditions

of the different users. The first/ = [4£| subcarriers are

K
Fig. 5. Convergence behaviour for a weakly frequency-selective channel@iven t'g the user with the highest average channel strength

E/(MN,) (dB)
=
[
NG
T T T T T
L
i
e
e
+

Ch1 = — = Cem . The nextM subcarriers are allocated to one

of the remammg users with the highest channel strength, and
nature of the fluctuating dual rates are used to balance #weon. Finally, the last user gets all the remaining subcarriers.
subcarrier assignment between the users. This is labelled “Localized TX” in the graphs.

Fig. 5 shows the convergence behaviour of the algorithmThe graphs include the “Lower bound” i.% for the
applied to a channel with a power delay profile with only 2olution obtained with optimal resource allocation, based on
taps: 0.999 and 0.001. This is an example of a channel witie fact that the value of the dual functigiiu) from (25)
almost flat fading. Again, the dual rates fluctuate wildly, and always a lower bound to the minimum transmit power
the flat fading management is automatically started. WithogﬁM_1 ZkK 1 Pk,m. Therefore, the solut|on]W achieved
flat fading management, it is often impossible to guarantegth optimal resource allocation is upper and fower bounded
user rates because at least one user is not allocated byythe proposed “Effic. alloc.” and “Lower bound” respec-
subcarriers, as can be seen by the zero dual rates. Howetiegly. If these two bounds coincide, the duality gap is zero
the proposed efficient allocation is able to attain a satisfactaayd the proposed efficient allocation is also optimal.
sum power in just 4 iterations. The vertical lines in the first few In Fig. 6, the transmit power is plotted against the rate
iterations represent the instances where the proposed algoriteeuirementp, where the rate requirement vector i, =
cannot give the solution as it is still evaluating the subcarrigr bps/Hz, Vk. As expected, the sum power increases with
allocation based on dual proportional fairness. the rate requirements while the efficient allocation performs

In the absence of prior channel knowledge, an equal numbsiformly better than the fixed allocation. At a common rate
of subcarriers should be allocated to each user in a fixeghuirement of 4 bps/Hz for each user, the gain of the efficient
scheme. To obtain some frequency diversity, a distributsdbcarrier allocation over a fixed allocation is 1.4 dB.
cyclic subcarrier allocation is chosen due to its robustnessFig. 7 shows the graph of BER requirement versus the sum
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Fig. 8.
showing the effect of channel frequency selectivity.

Graph of sum power versus number of taps in power delay profile,

Fig. 10. Sum power for 3, 4, and 5 users in the system.

power. An uncoded M-QAM modulation is assumed in thithe advantage of MIMO communications over SISO commu-
case. At a BERs ofl0—2 to 107°, the SNR gain appearsnications. Even by just increasing the number of antermas
relatively constant at 1.2 dB. This is due to the similar effect dfom 1 to 2, the sum power can be decreased by over 10 dB.
the SNR gap on both the efficient and fixed allocation schemesFig. 10 plots the performance with different number of
The effect of channel frequency selectivity is tested insers. Values ofi range from 3 to 5. As the number of
Fig. 8. The number of taps is varied from 1 to 15. The gainsers increases, the sum power increases due to a higher sum
of the efficient subcarrier allocation grows as the channelte requirement. It can be seen that the gain over a fixed
becomes more frequency-selective. This is because a fixdbcarrier allocation also increases. This is because there is
subcarrier allocation would not be able to adapt to talgreater potential to exploit the multiuser diversity as there are
advantage of the diverse channel conditions. With a flat fadingpre users introduced into the system. For example, with 5
channel, the gain is rather small, about 0.2 dB. This can heers, the gain is 2 dB, compared to 1.2 dB with only 3 users.
explained by the fact that with similar rate requirements and For the performance comparisons so far, localized TX has a
similar channel strengths among the users, a fixed allocation@fer sum power than the fixed allocation. This is because by
subcarriers would serve just as well to distribute the subcarriesecting the user with the highest channel strength for each
equally for all the users in a flat fading scenario. block of subcarriers, some multiuser diversity is exploited.
Fig. 9 shows the effect of the number of antennas. TAHde ACG2 shows a further improvement from localized TX
setup here is1 x [n, 7, 7], wheren is varied from 1 to 4. because both the number and positions of the subcarriers are
As the number of antennas increase, the sum power requiestipted for each user.
decreases, for the same target rates. This graph clearly showis a general setting, users have differentiated rate require-
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Fig. 11. Transmit power for differentiated rate requirements giveiRby:  Fig. 12. Effect of different channel strengths among the users, whete
(3,3 — Ap, 3 4+ Ap]T bps/Hz, with channel strengthe = [0.5,1.5, 1]. [1 — Ac,1+ Ac, 1], with R = [3,2,4]T bps/Hz.
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ments if they subscribe to services of different data rates wsp o Fixed allog. 1
Additionally, for practical scenarios, user terminals may be o hocaleed TX|]
placed at varying distances from the base station. This effect

represented by = [c1, co, c3], where the variance of the chan-  **°|
nel matrix elements are scaled by, ¢;, andc3 respectively
for users 1, 2, and 3. Fig. 11 plots sum power vertApswhere
the target rate vector iR = [3,3 — Ap,3 + Ap]T bps/Hz,
and the channel strengths are= [0.5,1.5, 1]. WhenAp = 2,

the gain of the proposed allocation is large, over 4 dB.
This because the fast adaptive subcarrier allocation is able
optimize the number and positions of subcarriers for each use
This time, the localized TX does not perform better than the
fixed scheme because the large difference in channel strengt
result in the users being selected in a fixed pattern. Howeve
the ACG2 is still able to provide a low sum power because the

number of subcarriers each user gets is decided by the usel§’13. Performance for different numbers of subcarriefs= 2%, where
target rates. number of taps=M/4+1R = [3,2,4]7 bps/Hz, andc = [0.5, 1.5, 1].

EJ(MN,) (dB)

In Fig. 12, the channel strengths are given by =

[1 — Ac,1 + Ac, 1], while the rate requirements ale = . . .
[3,2,4]T bps/Hz. The transmit power is plotted against thé;\llocat|oq, while thg ACG2, in turn, perfor_ms better than
the localized TX. Finally, the proposed efficient allocation

variation in channel strengthc. When Ac = 0.9, the gain istentl toerf Il the oth h
over a fixed allocation is as large as 3 dB. Again, this fonsistently outperforms afl the other schemes.

because under the optimal scheme, more subcarriers would
be allocated to the user with the weaker channel in order to VIII. CONCLUSION
minimize the total transmit power, whereas the fixed allocation High data rate communication is one of the key benefits

is not able to compensate for the different channel strengta$. MIMO-OFDM. In order to utilize the system resources
Fig. 13 examines the sum power as the number of subcarrigficiently, fast and adaptive optimization algorithms are re-
M increases. It can be seen that even with Only 16 Subcarriﬁﬁired_ This paper has addressed the issue of opt|ma| re-
the duality gap is negligible. Whef/ = 128, the duality gap source allocation to minimize the total transmit power while
becomes zero, and the proposed efficient algorithm is optimgétisfying users’ target rates. An efficient and adaptive algo-
In all these simulations, it can be seen that the efficierithm, based on convex optimization theory, is proposed to
subcarrier allocation yields a large gain over a fixed subbtain the subcarrier, power, and rate allocations that exploit
carrier allocation. The gain tends to increase with a motke diversities of the system. To provide a low complexity
frequency-selective channel or a greater number of users. Timplementation, only linear beamforming is carried out at
gains are largest for practical scenarios where there canthe transmitter and the receiver. Therefore, this solution is
varied channel strengths or differentiated rate requirementamediately applicable to both the downlink and the uplink.
In general, the localized TX performs better than the fixefldaptation for this efficient resource allocation allows for fast
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power convergence. When the duality gap for a particulas] Q. H. Spencer, A. L. Swindlehurst, and M. Haardt, “Zero-Forcing Meth-
channel realization is zero, this efficient solution coincides ©ds for Downlink Spatial Multiplexing in Multiuser MIMO Channels,”

. . . . . . IEEE Trans. Signal Processingol. 52, no. 2, pp. 461-471, Feb. 2004.
with the optimal minimum power solution, else this solutioR;g; 1 yo0 and A. Goldsmith, “On the Optimality of Multiantenna Broadcast
is near-optimal. To handle the event of a flat fading channel, Scheduling Using Zero-Forcing BeamformindEEE J. Select. Areas

a technique termedual proportional fairnessis employed Commun. vol. 24, no. 3, pp. 528-541, Mar. 2006. -
20] W. Yu and R. Lui, “Dual Methods for Nonconvex Spectrum Optimiza-

to give good performance even in this scenario. S|mulat|(£n tion of Multicarrier SystemsIEEE Trans. Communvol. 54, no. 7,
results show a large performance improvement over a fixed pp. 1310-1322, Jul. 2006
subcarrier allocation. [21] R. Freund, “15.084J / 6.252J Nonlinear Programming, Spring 2004,”
MIT OpenCourseWare
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